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| Project Name: | Directional Analytics forDay Trading in Stock Market |
| Background Information | Algorithmic Trading gives benefits like reduced expenses, reduced latency, and no dependence on sentiments. However, it brings up challenges for retail investors as they do not have the desired technology to create such systems. With new algorithms continuing to flood the markets every day, comparison of the effectiveness and accuracy of these algorithms pose nonetheless an added challenge.  Any one or two associated formulas or techniques may go fine on back testing in controlled environments, but the main challenge is live testing, as a result of many things like price variations, quiet news, and existing noise.  An oversized inventory of stock prediction techniques has been developed over the years, though the consistency of the particular prediction performance of most of those techniques remains debatable.  The requirement is to beat the deficiencies of Fundamental and technical analysis, and also the evident advancement within the modeling techniques has driven numerous researchers to review new strategies for stock value prediction. |
| Statement of the Problem | Investors are looking at algorithmic trading as an option to reduce volatility. Fundamental analysis is being used for evaluating a share's intrinsic value for long-term investment opportunities. Technical analysis on the other hand assists the traders to evaluate trends in the stock's price, momentum, and volume from a statistical perspective.  However, the consistency of the prediction performance of most of these techniques remains debatable and the volatility of the market is still unpredictable.  Therefore, it is the constant endeavor of investors to find better, easy, and simple Modelling techniques for forecasting any share’s price for day trading in the stock market.  Such a process should also evaluate the degree of risks concerned and minimize the chances of loss with the highest possible accuracy. |
| Proposed Solution | The objective of the project is to build various classification models to predict the direction of the closing price for the stock under consideration. The direction of the closing price is to be detected to determine the extent of accuracy of Modelling predictions.  6-day consecutive closing price for the stock under consideration is being taken. These 6 days consecutive closing prices will be tabulated week on week for the entire dataset and will be utilized as 6 different feature variables for building the classification Model.  Computation is being done to evaluate whether it is positive change, negative change or no change between 7th and 8th day closing price. The rule is being set to determine as to what has to be seen as direction change.0.7% change,1% change and 1.5% change -these are different classes of direction for which rule is being set which  is to be followed for computing the direction change as either positive change, negative change or no change.  Therefore, given 6-day data it will be predicted whether on 8th data the closing price of stock under consideration is going to increase or decrease or remain the same. Based on the close price, the direction of the next day closing price is to be predicted as to whether it is going to increase or decrease. A number of target variables can be created based on whether the change is on 0.7%,1% or 1.5% and then it is to be determined for each of these target variables what would be the prediction accuracy.  once it is determined say for example 0.7% change has the best prediction accuracy among all different classes of direction namely 0.7% change,1% change and 1.5% change then the range of consecutive days to be utilized as feature variable is increased to 10 days and 14 days consecutively. These 10 days and 14 days consecutive closing prices will be tabulated week on week for the entire dataset and will be utilized as different feature variables for building the classification Model.  Similarly, all technical indicators can be utilized in Technical Analysis to build another sets of classification Models. All different types of technical indicators namely momentum indicators, trend indicators, volatility indicators, volume indicators can be utilized as feature variables based on the input dataset and different classification models can be built to determine their prediction accuracy. Generally Open price, High price, low price, close price and volume for the stock under consideration will be utilized to derive feature variables from technical indicators. These derived feature variables will then be used as the feature variables to predict the direction of the close price.  If for example say 10000 is invested in HDFC stock, and say it is predicted as positive change for the next day. The same prediction process is repeated for say 100 times and evaluated how much is the net gain and loss based on that. |
| Detailed Scope of Work: | Daily Trading Data of HDFC company from the year 2000 to 2022 is being used for this study. This study uses NSE Data.  6-day consecutive closing price for the stock under consideration is being taken. These 6 days consecutive closing prices will be tabulated week on week for the entire dataset and will be utilized as 6 different feature variables for building the classification Model.  The data is being prepared week on week to determine how exactly computation is being done for what is up, what is down and what is neutral. Say for example, anything more than 0.7% change can be positive up, anything less than -0.7% change can be positive down, anything between 0.7% and -0.7% change can be taken as Neutral.  The difference between 7th and 8th day Closing price is determined. If the 8th day closing price is seen an increase from the 7th day by 0.7% or more, the direction of the closing price can be made as positive.  If the 8th day closing price is seen a decrease from the 7th day by -0.7% or less, the direction of the closing price can be made as negative. Between -0.7% and 0.7% that the direction of the closing price for the stock under consideration can be treated as sideways.  For data within the 0.7% and -0.7% band, usually the advice to the investor will be to hold on to existing portfolios and wait for the direction of the closing price to show as either negative or positive change. If there is a negative change, usually the advice to the investor will be to not to invest in such a circumstance. If there is a positive change the investor will be suggested to invest.  It is to be determined how many times the positive changes are identified by predicting and how many times positive changes are there in the actual data. This will be utilized to evaluate how many times true positives were detected and how many times the false positives were predicted in the prediction. Similar process to be followed for detecting true negatives and false negatives. Similar process to be followed for detecting true neutrals and false neutrals. Based on prediction accuracy, it can be suggested whether to invest or not to invest to the prospective investor.  Computation is being done to evaluate whether it is positive change, negative change or no change between 7th and 8th day closing price. The rule is being set to determine as to what has to be seen as direction change.0.7% change,1% change and 1.5% change -these are different classes of direction for which rule is being set which is to be followed for computing the direction change as either positive change, negative change or no change.  Therefore, given 6-day data it will be predicted whether on 8th data the closing price of stock under consideration is going to increase or decrease or remain the same. Based on the close price, the direction of the next day closing price is to be predicted as to whether it is going to increase or decrease. A number of target variables can be created based on whether the change is on 0.7%,1% or 1.5% and then it is to be determined for each of these target variables what would be the prediction accuracy.  It will be identified regarding the extent of accuracy by which positive, negative or neutral changes can be predicted based on 0.2 of the existing test data. Based on whatever is the prediction, the prediction accuracy is determined.  once it is determined say for example 0.7% change has the best prediction accuracy among all different classes of direction namely 0.7% change,1% change and 1.5% change then the range of consecutive days to be utilized as feature variable is increased to 10 days. Therefore,10-day consecutive closing price for the stock under consideration is being taken. These 10 days consecutive closing prices will be tabulated week on week for the entire dataset and will be utilized as different feature variables for building the classification Model.  The difference between 11th and 12th day Closing price is determined. If the 12th day closing price is seen an increase from the 11th day by 0.7% or more, the direction of the closing price can be made as positive. If the 12th day closing price is seen a decrease from the 11th day by -0.7% or less, the direction of the closing price can be made as negative. Between -0.7% and 0.7%, the direction of the closing price for the stock under consideration can be treated as sideways. The prediction accuracy is determined to confirm that say 0.7% change has the best prediction accuracy among all different classes of direction even when range of consecutive days to be utilized as feature variable is increased to 10 days.  Similar process is again repeated for range of consecutive days to be utilized as feature variable increased to 14 days. The prediction accuracy is determined to confirm that say 0.7% change has the best prediction accuracy among all different classes of direction even when range of consecutive days to be utilized as feature variable is increased to 14 days.  Similarly, all technical indicators can be utilized in Technical Analysis to build another sets of classification Models. All different types of technical indicators namely momentum indicators, trend indicators, volatility indicators, volume indicators can be utilized as feature variables based on the input dataset and different classification models can be built to determine their prediction accuracy. Generally Open price, High price, low price, close price and volume for the stock under consideration will be utilized to derive feature variables from technical indicators. These derived feature variables will then be used as the feature variables to predict the direction of the close price. Four different Classification models based on four different types of technical indicators are being built.  For momentum indicators, Awesome Oscillator Indicator, KAMA Indicator, Percentage Price Oscillator, Percentage Volume Oscillator, ROC Indicator, RSI Indicator, Stochastic Oscillator, TSI Indicator, Ultimate Oscillator, WilliamsR Indicator are being utilized as the feature variables to predict the direction of the closing price and determine the prediction accuracy.  For trend indicators, ADX Indicator, Aroon Indicator, CCI Indicator, Ichimoku Indicator, KST Indicator, MACD, PSAR Indicator, EMA Indicator, WMA Indicator, Vortex Indicator are being utilized as the feature variables to predict the direction of the closing price and determine the prediction accuracy.  for volatility indicators, Average True Range, Bollinger Bands, Donchian Channel, Keltner Channel, Ulcer Index are being used as feature variables. Lower and upper band of these volatility indicators are also utilized as feature variables and the direction of the closing price is predicted to determine what is the prediction accuracy.  for volume indicators, AccDistIndex Indicator, ChaikinMoneyFlow Indicator, EaseOfMovement Indicator, ForceIndex Indicator, MFI Indicator, OnBalanceVolume Indicator, VolumePriceTrend Indicator, VolumeWeightedAveragePrice, NegativeVolumeIndex Indicator, DailyLogReturn Indicator are used as feature variables and the direction of the closing price is predicted as to whether it is positive change, Negative change or Neutral to determine what is the prediction accuracy. **Go Long Direction Prediction using Technical Indicators:** The direction of the close price is estimated as percentage change of the close price between upper-band +0.5% and lower band -0.5%-if the percentage change of the closing price is more than 0.5%, the direction of the closing price is treated as positive and suitable for long Trading in stock market. Otherwise, the direction of the close price is treated as non-positive and not suitable for long Trading in stock market. **Go Short Direction Prediction using Technical Indicators:** The direction of the close price is estimated as percentage change of the close price between upper-band +0.5% and lower band -0.5%-if the percentage change of the closing price is less than -0.5%, the direction of the closing price is treated as Negative and suitable for Short Trading in stock market. Otherwise, the direction of the close price is treated as non-negative and not suitable for Short Trading in stock market.  When the majority of the 15 various models or all of them move in the same direction, a choice on whether to invest or not to invest on the stock under consideration must be made. What works in the Indian stock market must be proven with evidence.  The entire process is needed to be tried and tested for a different dataset altogether to ensure that Any stock on the stock market can utilise the same procedure to forecast whether to invest or not to invest, which is helpful.  Daily Trading Data of SBI and Kotak Mahindra company from the year 2000 to 2022 is being used to repeat the entire process which had been implemented for the HDFC dataset. |
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